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How to InterText?
Modeling Text as a Living 

Object in Context

Dagstuhl Seminar
“Reviewer No. 2”

29.01.-02.02.24

IG
2min ago
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A lot of work is text work
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Humans are not good at
handling lots of text

Easy Hard
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Some things got much easier…

Search

Information extraction
Recommendations

Translation

Question answering
Transformers and LLMs
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…but some things are still hard

Quality control

Assisted reading

This was discussed in a 

recent paper: <...>

💡

Fake news and

Information tracing

source?

Collaborative writing
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Why?

“Lots of text”

Long text

Many texts

static text Revision history

Text in context

living text 

in context

Also hard!
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The InterText initiative

Time

Context
Fine-grained relations

● Text as a living object in context

● Inspired by intertextuality theories

● Conceptual models

● Tasks

● Methods

● Datasets

● Across domains and text genres
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The InterText initiative

● Several coordinated research projects

● Five-year ERC AdG

… and many 
more!

https://intertext.ukp-lab.de/

https://intertext.ukp-lab.de/
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Case Study: Peer Review

Scientific documents

- lots of text

- reference

- versioning

- many great applications

Peer review

- turn-based text discussion

- turn-based text editing

- closed environment

- needs help

(re)submit

(re)review

OK

→ New tasks, data and methods 

in NLP for peer review
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Big picture

AI to support peer review

How can AI make scholarly peer review more efficient?

- What Can Natural Language Processing Do for Peer Review?
arXiv, 2024
- Jiu-Jitsu Argumentation for Writing Peer Review Rebuttals. 
EMNLP-2023
- Does My Rebuttal Matter? Insights from a Major NLP 
Conference. NAACL-2019

Reading and writing assistance

How do people read and write texts, and how can AI help 

them do it better?

- CARE: Collaborative AI-Assisted Reading Environment

ACL 2023

- 2 x ACL 2024

- [Ongoing]

Long-document processing

How to incorporate (cross-)document structure into 

language modeling?

- Document Structure in Long Document Transformers EACL-
2024
- HDT: Hierarchical Document Transformer (+ Uni Tübingen)
COLM-2024, to appear

Intertextual modeling

What relations can hold between texts, and how to 

model them?

This talk

https://intertext.ukp-lab.de/

https://intertext.ukp-lab.de/
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Data & Tasks Text Generation

Linking / Versioning

F1000RD

NLPeer

11

Talk overview

Discussion and 

Outlook

Related work 

generation

Rebuttal 

generation

Intertextual modeling

What relations can hold between texts, and how to 

model them?

This talk
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Data and Tasks

12

Data & Tasks Text Generation Outlook Q&A
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Getting the data

static text living text 

in context● Ethics, licensing, GDPR

● Static texts are easier

○ One source

○ One (group of) authors

○ Established genres with clear rules

“Lots of text”

Mainstream NLP Intertextual NLP

● Living texts in context are grey zone

○ New document types

○ Attribution and personal data

○ Confidentiality
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Getting the data: Workflow

● Three approaches

○ Just take the data

■ Pros: easy

■ Cons: bad

○ Look for open sources

■ Pros: easy

■ Cons: limiting

○ Data donation

■ Pros: any data source

■ Cons: needs some work

The “Yes-Yes-Yes” Donation Workflow at ACL ARR

Contributions welcome :)

1

2

3

Dycke et al. 2022 “Yes-Yes-Yes: Proactive Data 

Collection for ACL Rolling Review and Beyond”. 

Findings of EMNLP-2022
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Getting the data: F1000RD

F1000RD

First corpus for intertextual NLP

○ Peer reviewing domain

○ Three annotation layers

■ Linking

■ Versioning

■ Pragmatic tagging

○ Explicit linker and version aligner

○ Intertextual Graph library

paper

version

doc
review

(1) The paper describes a novel approach to <...>

(2) It’s well written and the idea is promising.

(3) Perhaps you could include more details on time 

required to run the experiment.

(4) I also found the Setup section a bit underspecified.

x 172
500k words

x 224
50k words

Kuznetsov et al. 2022 “Revise and Resubmit: 

An Intertextual Model of Text-based 

Collaboration in Peer Review”. 

Computational Linguistics 48(4).
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Linking: Text in Context

● Given document A that talks about document B

● Find anchors

parts of document A that talk about document B

● Find targets

parts of document B that the anchors refer to

● Generalization of

○ Citation span detection

○ Plagiarism detection

○ Evidence detection

Section 3

In the first paragraph of 

Section 3, you say…

The use of mosquito traps is 

not justified, because…

A

B

explicit implicit

anchor

target
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Versioning: Text in Time

● Given document A2 which is a revision of document A1

● Find edits

correspondences between parts of A2 and A1

● Classify the edits

● Generalization of

○ Wikipedia edit analysis

○ Student essay revision analysis

Time

A1.1 A1.2 A2short-scope

long-scope

Our results show that…

We demonstrate that…
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Pragmatic tagging

● A peer review has a job → pragmatics

● Task: label sentences with general 

pragmatic tags

Dycke et al., 2023. Overview of PragTag-

2023: Low-Resource Multi-Domain Pragmatic 

Tagging of Peer Reviews (ArgMining-WS @ 

EMNLP)
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Pilot study in F1000RD

(1) The paper describes a novel approach to <...>

(2) It’s well written and the idea is promising.

(3) Perhaps you could include more details on time 

required to run the experiment.

(4) I also found the Setup section a bit underspecified.

Review v1 v2

Multi-graph
Switching granularities

sentence

paragraph

“What is the intention of this sentence, 

what is it about, 

and what change did it cause?”
“What parts of papers receive most 

criticism?”

“Which types of comments trigger most 

change?”

Kuznetsov et al. 2022 “Revise and Resubmit: 

An Intertextual Model of Text-based 

Collaboration in Peer Review”. 

Computational Linguistics 48(4).
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Getting the data: NLPEER

NLPEER

One-stop shop for NLP for peer review

○ Large corpus

○ Drafts, reviews and revisions

○ Several domains and communities

○ Open review, blind review

○ Applied tasks

Dycke et al. 2022b “NLPeer: A Unified 

Resource for the Computational Study of 

Peer Review”. ACL 2023

paper

version

doc
review

x 5,7k x 11k
4,5M words

The paper presents a new…

I really liked the idea of…

Line 114: please elaborate…

The results are biased…

Neutral

Strength

Request

Weakness

Score: 4

Check: yes

(d)

review doc

Pragmatic tagging
Score prediction

Skimming
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NLPEER – Datasets

ARR-22

COLING-20

ACL-17

CoNLL-16

F1000-22 

N
L

P
E

E
R

domain system # papers # reviews # review tokens

CL/NLP

multi

closed

open

476

89

136

22

4949

684

112

272

39

10k

266k

45k

100k

16k

3.8M
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NLPEER – Assisting Reviewers

Guided Skimming 

for Peer Review

Review Score 

Prediction

Pragmatic 

Labeling

4

Exploiting the inter-textuality of peer reviews!
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NLPEER – Assisting Reviewers

Training

Inference

(d
o

tt
e
d
)
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PragTag Shared Task
@EMNLP-2023

● One task
○ Pragmatic tagging

● Five domains + secret
○ Disease outbreaks

○ Computational biology

○ Medical case studies

○ R Package development

○ Scientific policy

● Three data conditions
○ Zero-shot, low data, full data

secret

Train Test

“The paper omits crucial details about the data collection”

→ Weakness

zero low full

Auxiliary dataAuxiliary dataAuxiliary data

COLING
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PragTag Shared Task
@EMNLP-2023

● 5 teams
○ CATALPA_NLP

○ DeepBlueAI

○ MILAB

○ NUS-IDS

○ SuryaKiran

● Baselines
○ Fine-tuned RoBERTa

○ Majority

Feature augmentation

Sentence labeling

IOB-tagging

Longformer

kNN

SentenceBERT

Class definitions

GPT-3.5

Ensembling

RoBERTa

XLM

DeBERTa

Zero-shot QA

Flan-T5

T5

Data augmentation

Synonym generation
MLM pre-training

Adversarial training
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team mean case diso iscb rpkg scip secret

DeepBlueAI 84.1 82.9 84.1 82.8 86.0 89.0 80.1

NUS-IDS 83.2 83.8 85.4 83.3 84.8 87.8 74.1

MILAB 82.4 84.0 83.7 80.1 85.4 86.5 74.9

SuryaKiran 82.3 82.0 82.8 81.8 82.8 86.5 77.9

CATALPA 81.3 80.8 82.0 81.1 82.5 82.5 78.8

Ensemble 84.4 84.0 85.2 83.3 87.3 88.7 78.0

RoBERTa 80.3 80.3 80.8 79.9 83.1 83.8 73.7

Majority 8.0 9.3 7.3 7.5 8.6 7.9 7.3

best, second-best

Different performance across F1000RD domains + a drop on secret data

PragTag Shared Task
@EMNLP-2023

Nils Dycke, Ilia Kuznetsov, and Iryna Gurevych. 2023. Overview of PragTag-2023: Low-

Resource Multi-Domain Pragmatic Tagging of Peer Reviews. In Proceedings of the 10th 

Workshop on Argument Mining, pages 187–196, Singapore. Association for Computational 

Linguistics.

https://aclanthology.org/2023.argmining-1.21
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Re3: A holistic framework for 
document revision
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Re3: A holistic framework for 
document revision
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Re3: A holistic framework for 
document revision
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Re3: A holistic framework for 
document revision
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Re3: A holistic framework for 
document revision

Labeling IAA 0.78 

Krippendorff alpha
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Re3: A holistic framework for 
document revision

● 314 full papers

from ARR and F1000Research

● Parsed, unified, aligned, labeled

● 11k+ labeled edits

+ reviews and revision requests

+ review-revision alignments

+ revision-edit summaries
flaticon.com
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Re3: A holistic framework for 
document revision

NLP tasks:

○ Automatic revision alignment

○ Edit intent classification

○ Revision request extraction

○ Document edit summarization

Qian Ruan, Ilia Kuznetsov, and Iryna Gurevych. 2024. Re3: A 

Holistic Framework and Dataset for Modeling Collaborative 

Document Revision. To appear in ACL-2024. 
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Re3: A holistic framework for 
document revision

NLP tasks:

○ Automatic revision alignment

○ Edit intent classification

○ Revision request extraction

○ Document edit summarization

Qian Ruan, Ilia Kuznetsov, and Iryna Gurevych. 2024. Re3: A 

Holistic Framework and Dataset for Modeling Collaborative 

Document Revision. To appear in ACL-2024. 

GPT-4
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Text Generation

35

Data & Tasks Text Generation Outlook Q&A
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Assisting authors…

Rebuttal 

Generation

Related Work 

Generation
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Rebuttal Generation

Exploring Jiu-Jitsu Argumentation for 

Writing Peer Review Rebuttals

(Purkayastha et al., 2023) @ EMNLP’23
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Related Work Generation

CiteBench: A Benchmark for Scientific 

Citation Text Generation

(Funkquist et al., 2023) @ EMNLP‘23
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● Research builds upon prior publications

● The publishing rates are increasing

● Automated related work analysis can

Reduce time and effort

Increase research quality

Assisting authors to define their 
related work…
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Citation Text Generation

Widely studied, but lacks unification!
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CiteBench

Unification of

❏ task definitions

❏ prior datasets

CiteBench

Standardized 

baselines 

+ comparison

Plug & Play

Evaluation kit

>300k samples

from 5 different 

sources
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● Supervised models perform best

○ Larger not always better

● Extractive baselines perform surprisingly well

● Correlation between the metrics

Performance
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● Fine-tuned models perform best

● But there is still a room for improvement

● In particular, generated texts have a different 

discourse structure than human-written 

related work paragraphs → 

● What information do we in fact need to 

generate accurate citation texts?

Findings
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● Fine-tuned models perform best

● But there is still a room for improvement

● In particular, generated texts have a different 

discourse structure than human-written 

related work paragraphs → 

● What information do we in fact need to 

generate accurate citation texts?

Findings
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● What information is needed to generate citation texts?

● How to communicate this information to LLMs?

● How to measure the performance?

Key idea: 

Due to flexible prompting and zero-shot capabilities

LLMs allow easily experimenting with alternative task definitions

Systematic task exploration 
with LLMs

Furkan Şahinuç, Ilia Kuznetsov, Yufang Hou, Iryna Gurevych. 

2024. Systematic Task Exploration with LLMs: A Study in 

Citation Text Generation. To appear in ACL-2024. 



04.09.2023 Computer Science Department | UKP Lab – Iryna Gurevych | Iryna Gurevych, Ilia Kuznetsov

● LLMs for citation text generation

● New dataset: related work paragraphs from ACL

● New framework:

○ Prompt composition

○ Generation

○ Measurement

● Experiments on two models (LLaMA and GPT 3.5)

● Multiple NLG evaluation metrics

● Novel “free-form” citation intents* 

Systematic task exploration 
with LLMs

*see paper
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Systematic task exploration 
with LLMs

Furkan Şahinuç, Ilia Kuznetsov, Yufang Hou, Iryna Gurevych. 2024. 

Systematic Task Exploration with LLMs: A Study in Citation Text Generation.
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Outlook

48

Data & Tasks Case study Outlook Q&A
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Outlook

Novelty Assessment

Human - AI 
Collaborative Writing

Cross-Document 
Implicit Linking

https://intertext.ukp-lab.de/

Temporal Graphs 
for the Science of 
Science

https://intertext.ukp-lab.de/
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Challenges

Human - AI 
Collaboration

Technical challenges 
- robustness, safety, 
efficiency

Getting Data, 
especially in 
Europe

https://intertext.ukp-lab.de/

Ethics and Dual-
Use

https://intertext.ukp-lab.de/
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Exploring Our Work

intertext.ukp-lab.de/

… and many more!

https://intertext.ukp-lab.de/

