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Introduction
The essential idea of this work is that, while the sentence embeddings produced by SBERT are not well suited for clustering algorithms like Hierarchical Clustering or DBSCAN, they produce excellent results in Paraphrase Identification or Semantic Textual Similarity when compared with Cosine Similarity, which implies that they can be used along with graph centrality methods. The text summarization method proposed in this paper has the following contributions:

- Is unsupervised and can be used as a proxy for more advanced summarization methods.
- Can easily scale to arbitrarily large amounts of text.
- Is fast and easy to implement.
- Can fit any length requirements for the production of summaries.

Methodology
The system is composed of three main steps: first, we use SBERT to produce sentence embeddings for every sentence in the document to summarize; next, we form a graph by comparing all the pairs of sentence embeddings obtained and finally, we rank the sentences by their degree centrality in this graph. Fig. 1 gives an overview of the whole method.

Sentence tokenization
The first step of our pipeline is to split the input text into a list of sentences. This step is critical because if the sentences are too long, the final summary will have a lot of meaningless content (therefore losing precision). However, if the sentences are too short, there is a risk of not having enough context to produce an accurate sentence-embedding for them or extracting meaningless sequences, like data in tables or numbers that lie in the middle of the text. We found that the function nltk.sent_tokenize() from the NLTK package often failed because of the numbers in the tables and the abbreviations, like “et al.” which are very common in scientific literature. Because of this, we used a regular expression handcrafted specifically for scientific documents.

Computing sentence embeddings
After extracting the sentences, the next step is to produce the sentence embedding of each sentence using SBERT, which is a Transformer-based model built on top of BERT that takes as input sentences and produces sentence embeddings that can be compared with cosine similarity, which is given by the following formula:

$$\text{sim}(x, y) = \frac{2 \cdot \text{dot}(x, y)}{|x| \cdot |y|}$$

These sentence embeddings are superior in quality than taking the CLS token of BERT or averaging the sentence embeddings of the words in the sentence produced by BERT, GloVe, or Word2Vec.

SBERT, like BERT, was pre-trained on a general large text collection to learn good sentence embeddings, but it has to be fine-tuned on a more specific data set according to the task. Since we are working with scientific papers, we picked the “base” version of RoBERTa that was fine-tuned in the MSMARCO data set for the Information Retrieval task.

Generation of the sentence graph
After the sentence embeddings have been produced, the next step is to produce a weighted complete graph with a node for each sentence in the text. Its edges are weighted according to the cosine similarities of the corresponding sentence embeddings. An example graph is depicted in Fig. 2.

Ranking by centrality
The forth step is to assign a score for each sentence that allows us to sort them by their importance across the document, so all these versions of the sentence appear in the final summary. The final step in the method is to select the sentences that are going to form the summary. To do this, we can take only the top n-percentile in reverse (as opposed to the top n-percentile, since in our method, a lower rank means that the sentence is more important in the document) or concatenate the ranked sentences in reverse (so that the sentences with the lowest ranks - that is, the most important ones - come first) and take the first k words to satisfy a word-length constraint for the summary.

Results
Overall, we observed that the 600-word constraint of the task prevented our method from performing better, but we also observed that the best summaries produced by our method are too long (around 1,000 words or more). Table 1 displays the performance of the method variations that we submitted to the task.

Conclusion and Future Work
The method introduced in this work displays competitive performance with more sophisticated methods and can be useful when there is not enough labeled data to train a deep neural summarization system while being fast, simple and efficient. Overall, we observed that the recall component of ROUGE for the proposed method has much room for improvement, as having sentences as the minimal text units makes it difficult to include relevant phrases that are joined with others that are not so relevant. Another important future direction is to reduce the redundancy of the summaries, as it is common to have several versions of the same important sentence scattered across the document, so all these versions of the sentence appear in the final summary.
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