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Performance
Mean (Standard Deviation)

Model
Contextualized-GCN
ELECTRA Base
B1oBERT
B1o-ELECTRA++

C
Bio-ELECTRA Mid
B1o-ELECTRA Base — BEST
Bi1o-ELECTRA Mid Combined 50M

Bio-ELECTRA Mid-tall

Parameters Precision
71.05 (4.36)
110M 69.35 (4.23)
67.82 (4.71)
54.41 (2.11)
69.16 (3.53)
69.93 (2.91)
67.66 (2.38)
88M 63.89 (4.51)

Recall
54.23 (4.20)
70.85 (5.43)
72.34 (2.18)
70.32 (3.38)
73.83 (2.24)
74.26 (3.55)
74.36 (5.80)
65.96 (3.81)

Fy
61.36 (3.01)
70.03 (4.39)
69.89 (2.40)
61.26 (1.33)
71.36 (2.16)
71.99 (2.76)
70.70 (2.78)
64.78 (2.98)
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ApPINATOMY model (de Bono et al., 2012)

Motivation & Goal

e Many papers contain information on
Individual nerves and their pathways

e No systematic approach has been
taken to aggregate this information

e Goal: Relation extraction system
that pulls sentences with neuronal
connectivity information within the
autonomic nervous system

Model Params

Bio-ELECTRA Mid 50M
Bio-ELECTRA Base

Bio-ELECTRA Mid-tall 88M hidden:512, layers:24, batch:128 1M

Bio-ELECTRA Mid Combined 50M

Detected by longest phrase
match and contained at least
two distinct terms

Base corpus = 808 sentences

3 Annotation

3

_Discuss_

Annotate Sl
_Discuss

curators

5 relation types

100 sentences per iteration

Inter-curator Agreement = 91.2%
Cohen’s Kappa = 0.55

Models

Trained on

4 ELECTRA-based variants:

e 12.3 billion words
o 21.2 million PubMed abstracts
o ~4 million PMC full-text articles

Architecture Steps Train Time/Hardware
hidden:512, layers:12 1.2M 6.5d on 8 TPUv3s
110M hidden:768, layers:12 1.2M 12.5d on 8 TPUv3s
5.5d on 8 TPUv3s
hidden:512, layers:12 1.2M 6.5d on 8 TPUv3s

Active Learning

250 random
sentences

250 strategic
VS . sentences

Data Set Precision Recall Fy
Random 70.29 (1.69) 74.04 (3.27) 72.06 (1.68)

Active learning 75.88 (2.70) 75.11 (2.39) 75.47 (2.30)

Hyperparameter Optimization

Training:Testing

Total corpus = 1308 sentences B 00r o o

Parameters: learning rate & number of epochs
Model Precision Recall Fy

Bi1o-ELECTRA Base (default) 76.97 (2.72) 74.68 (2.32) 75.77 (1.99)

B1o-ELECTRA Base (opt) 11.32(2.39) TI1.98(1.65) 77.62(1.33)

Conclusions

e A three class Bio-ELECTRA classifier
(functional, anatomical, neither):

Relation Precision Recall Fy

Anatomical connectivity 68.93 (2.94) 77.12(1.37) 72.77 (1.99)

Functional connectivity  82.79 (2.39) 68.00 (2.80) 74.61 (2.35)

e Future work: implement a web-based
tool for connectivity knowledge base

construction with continuous learning
ability and utilize data with ApINATOMY



