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Corpus

Annotation

Background

Motivation & Goal

From Gray’s 
Anatomy of the 
Human Body 
(1918)

vs.

ApiNATOMY model (de Bono et al., 2012)

● Many papers contain information on 
individual nerves and their pathways

● No systematic approach has been 
taken to aggregate this information

● Goal: Relation extraction system 
that pulls sentences with neuronal 
connectivity information within the 
autonomic nervous system

Detected by longest phrase 
match and contained at least 

two distinct terms

Vocabulary set

FMA
UBERON
NIFSTD Ontology terms 

selected by the 
SPARC Anatomical 
Working GroupSearching 

through ~4MM 

full-le
ngth PMC 

open-access 

papers

Base corpus = 808 sentences

Discuss
Annotate

Discuss
Annotate

3 
curators

5 relation types

100 sentences per iteration

Inter-curator Agreement = 91.2%
Cohen’s Kappa = 0.55

Models
4 ELECTRA-based variants:

● 12.3 billion words
○ 21.2 million PubMed abstracts
○ ~4 million PMC full-text articles

Performance

Conclusions

Active Learning

→ BEST

IMPACTFUL

 Hyperparameter Optimization

250 random 
sentences vs. 250 strategic 

sentences

Total corpus = 1308 sentences Training:Testing
80% to 20%

Parameters: learning rate & number of epochs

● A three class Bio-ELECTRA classifier 
(functional, anatomical, neither):

● Future work: implement a web-based 
tool for connectivity knowledge base 
construction with continuous learning 
ability and utilize data with ApiNATOMY
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